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ABSTRACT: This study takes the first step toward in situ analysis of powder drugs which does not require any alteration of the samples. A fast,
inexpensive analytical method based on reflectance near-infrared (NIR) spectrometry and multivariate calibration was applied. A diode-array fiber-
optic portable spectrometer in the 900–1700 nm range was employed. Samples were laboratory-prepared ternary powders (diacetylmorphine, caffeine,
and paracetamol). Partial least squares regression was applied. The choice of the standard samples for calibration and validation was performed
through a D-optimal experimental design. The explained variance was higher than 90%, and the relative root mean square errors were <2%. The
number of principal components (6) was very low when compared with the number of raw variables (356 absorbance values). Response plots showed
slopes and intercepts were very close to optimal values. Correlation coefficients ranged between 0.909 and 0.989. The method here proposed proved
to be competitive with Fourier transform NIR spectrometry.
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One of the crimes most frequently faced by the State Police in
the city of Bologna (Italy) is illegal possession and sale of street
drugs in solid matrices. Among the narcotics and psychotropic
substances seized and analyzed by this body during the year 2007,
cannabis derivatives were most abundant (about 57% of the total
seized), followed by cocaine (about 22%) and heroin (about 17%).
As regards excipients found in the heroin samples seized, the
Scientific Police of Bologna found paracetamol and caffeine almost
in every case. The paracetamol content was found to be as high as
70%w ⁄ w, while the maximum detected caffeine content was
60%w ⁄ w.

Once confiscated, such samples must be analyzed. Requirements
for analyses are nondestructivity, rapidity, accuracy, and ability to
be carried out in situ. Nondestructivity is especially important
because, from the legal point of view, it is a necessary condition
for repeatability: the best condition for legal authorities is to have
access to material evidence of a crime that can be made available
whenever analysis is needed.

Modern instrumental analytical techniques, such as chromatogra-
phy, mass spectrometry, and capillary zone electrophoresis, meet
the demands for accuracy, but they do not meet the other demands:

• These techniques always alter samples (1–3).
• These techniques are not inexpensive or rapid: each analysis con-

sumes both chemicals and time; moreover, to ensure that the

analytical results are useful in the legal sense, copious official
reports need to be written attesting to all experimental details rele-
vant to each step of the entire experimental procedure carried out
in the laboratory, and this takes time. Being able to analyze sam-
ples without altering them would be highly preferable.

• Application of these techniques always requires highly skilled
operators: a chemist is needed to adequately manage the exhibits,
ensuring that samples are taken correctly and the sampled aliquots
opportunely dissolved. On the other hand, even personnel without
professional competence in chemistry would be able to illuminate
an exhibit with a reflectance near-infrared (NIR) probe and record
the corresponding spectrum using a portable computer.

• Using these techniques, it is not easy to carry out analyses
directly at the place where samples are seized.

• These techniques are very expensive, in terms of both instru-
mentation purchase and maintenance.

Besides validated instrumental analytical techniques, the State
Police also commonly apply color tests which provide, in situ, a
rapid overall identification of the active principles, thus enabling
them to quickly determine whether they are dealing with a case of
possession or trafficking in illegal drugs. However, according to the
Scientific Police, color testing often gives false positives. Moreover,
it does not provide any information about cutting agents. A rapid
in situ method able to provide a rough analysis of both the active
principles and cutting agents in solid drugs without altering samples
is highly desirable. A possible candidate to meet such expectations
is NIR spectrometry: NIR spectra can potentially be used as multi-
variate fingerprints of molecules (4,5); modern technology provides
inexpensive, portable diffuse reflectance NIR spectrometers that use
fiber-optic probes, making it possible to rapidly analyze powders
without ever touching samples, simply shining a light on them.
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In fact, NIR spectra are characterized by a lack of definite peaks;
moreover, even if the spectrum from a pure substance may be used
as fingerprint, in real samples, the copresence of several different
substances make NIR spectra convolute and consequently, their use
as fingerprints may be complicated. To address this fundamental
issue, chemometric methodologies may be employed: multivariate
statistics is required to extract useful analytical information from
NIR spectra (6,7). Many recent publications (8–10) report good
results with multivariate calibration based on the partial least
squares regression method (PLSR) applied to spectral data; in some
cases, powders containing some of the substances used here were
analyzed (11,12): this is the reason why PLSR was adopted for
data processing in this work as well.

In fact, inexpensive, portable NIR spectrometers are not Fourier
transform instruments and consequently cannot work in reflectance
above 1700 nm, where NIR spectra are particularly suitable for
fingerprint identification. The present work seeks to demonstrate that
in spite of the spectral range limitations, the method proposed is
reliable enough to be useful for State Police investigations and com-
petitive with FT-NIR (13). The rationale for using the 900–1700 nm
range is that this choice makes it possible to use a very inexpensive,
truly portable diode-array NIR spectrometer: it can be carried in a
small bag and, together with a laptop computer, used to operate the
spectrometer and run the data processing software.

After eventual validation, the main possible application of the
method—the feasibility of which is demonstrated here—will be to
perform a preliminary, rough screening of what pharmacological
category a possible illicit powder belongs to. In fact, sophisticated
methods are available for identifying and quantifying a sample
once it has been brought to State-Police chemical laboratories;
however, this takes time and at times promptness is a determining
factor for the success of a legal investigation. If a simple, inexpen-
sive method, like the one proposed here, were available, investiga-
tors could promptly decide—right at the site where the crime scene
inspection or individual search has taken place—whether a powder
is in fact an illicit drug, what kind of drug it is, whether the quan-
tity exceeds the legal limit for possession, what cutting agents are
present and their relative amounts. While the initial investigation
should then be borne out by complete laboratory analysis, such
method would jump-start the judiciary proceedings. All these
details are important in reconstructing the history of a seized
powder.

In the city of Bologna, heroin and cocaine are among the pow-
der drugs most frequently seized. For this reason, these drugs were
first considered as samples for testing the method proposed. Given
that the pure solid standard of diacetylmorphine is cheaper and
more readily available, heroin was chosen as the analyte for the
present feasibility study. Once the feasibility of using reflectance
NIR over a limited wavelength range to create a relevant PLS
model for the analysis of powder samples has been demonstrated,
cocaine, too, will be taken into account for analogous feasibility
investigation.

Using PLSR to create a model requires having standard samples
(objects) of accurately known composition. Usually, objects are real
samples that have undergone analysis by validated methodologies
independent of the analytical methodology on which chemometric
calibration is based. However, in the present work, a different
choice was made regarding preparation of objects: here they were
obtained by mixing pure standards in precisely known percentages.
The reason for this choice was practical: given the limited spectral
range of the available DAD-NIR spectrometer, there was some
uncertainty as to whether a significant signal would be observed
and thus an adequate dynamic range did subsist before starting

experimental work; moreover, there was the risk of investing a pri-
ori a great deal of time and money in analyzing real seized sam-
ples without a posteriori obtaining any useful analytical
information from NIR spectra. On the contrary, simulation of real
samples using reference samples prepared in the laboratory would
provide an idea as to whether investigation of the proposed NIR-
chemometric methodology is worthwhile. Once the model created
from reference samples has been validated, creation of a more
robust model based on real samples of known composition is to be
hoped for: work in this direction is currently underway.

Materials and Methods

Samples

Prior to sample preparation, a Design of Experiments (DOE) was
developed. Following the DOE, 13 solid standard mixtures were pre-
pared to form the Training Set (samples for creation of the chemo-
metric model), and 15 solid standard mixtures were prepared to form
the Test Set (samples for validation of the created PLSR model).

All standard samples were obtained by weighing pure substances
and mixing them according to the proportions indicated in the
DOE. An analytical scale with 10)5-g minimum weight was used
(Model SBC21; SCALTEC, Gçttingen, Germany). In the case of
NIR analyses, the 28 standard samples were subjected to a unique
pretreatment involving preliminary homogenization in a mortar for
few minutes; after that, samples were transferred to the bottom of
vials and the NIR reflectance probe introduced for NIR-spectra
acquisition. It must be pointed out that in the present feasibility
work, sample mixing was necessary because they were prepared
from pure standards; in fact, in the case of real standard samples
and unknown samples, the samples will not need to be pretreated
or even touched.

Each standard sample of the Training Set and the Test Set con-
tained three components, those most frequently found in heroin sam-
ples seized on the streets of Bologna. These main components were
diacetylmorphine (active narcotic principle), caffeine and paracetamol
(adulteration excipients with pharmacological action, antagonist to
the catastrophic health effects of heroin and aiming to reduce them).

Diacetylmorphine was purchased from S.A.L.A.R.S. S.p.A.
(Como, Italy), while caffeine and paracetamol were purchased from
Sigma (St. Louis, MO).

Experimental

DAD NIR—The detector was a diode-array NIR spectrometer
(EPP2000-NIR-InGaAs; StellarNet, Tampa, FL), operating in the
900–1700 nm range (11,100–5880 cm)1) with optical resolution
equal to 3.1 nm. Integration time was 90 ms.

For DAD-NIR measurements, a coaxial fiber-optic was used
(internal diameter: 400 lm). The fiber formed a Y-connection that
linked the light source and the detector to the terminal of 10-cm-
long reflectance probe that was set put in contact with the solid
sample. The sample was placed at the bottom of a brown glass vial
whose internal diameter was equal to the external diameter of the
probe (6 mm). The mass of the sample was 0.05 g; this value was
chosen after a preliminary study on minimum sample mass
required for repeatable spectra while keeping the sample composi-
tion constant. The minimum sample mass required for repeatability
proved to be 10 mg; a value five times higher was chosen to keep
the level of confidence above 99.99%.

The light source (model SL1; StellarNet) was a tungsten–kripton
lamp as it has strong enough emission in the vis-NIR spectral

MELUCCI ET AL. • RAPID IN SITU REPEATABLE ANALYSIS OF DRUGS 87



region to perform reliable measurements of apparent absorbance
(A = log(P0 ⁄PR), where P0 is the reflected-light power measured
when a NIR-zero sample is illuminated with the probe and PR is
the reflected-light power when a sample is illuminated.

Each NIR-spectra acquisition was run according to the following
procedure. While keeping the light source off, a Dark Zero
spectrum was recorded. Then, the source was switched on and the
spectrum obtained from a BaSO4 reference plate (model
OPRSF5.5C; StellarNet) was recorded. In this manner, the P0 value
was obtained for all the wavelengths in the explored NIR range.

FT NIR—A commercial Antaris II FT-NIR Analyzer (Thermo
Scientific, Milan, Italy) was used. The spectral range was 1000–
2200 nm (10,000–4545 cm)1). Resolution was 4 cm)1 across the
spectral range (0.6 nm at 1250 nm).

Fiber-optic sampling with the SabIR� probe (Thermo Scientific)
was employed for comparison with the DAD-NIR results.

Chemometric Methods

Spectra Preprocessing—For the sake of comparison, spectra
were used both raw and pretreated with the standard normal variate
(SNV) method (14). In SNV pretreatment, the spectra are shifted
and scaled using, for each spectrum, coefficients derived from that
spectrum alone. For each spectrum, the mean and standard devia-
tion of the n absorbance values for the corresponding n wave-
lengths of that spectrum alone are calculated. Absorbance values
are transformed to ([absorbance)mean] ⁄ standard deviation). This
correction is a normalization, which eliminates the very poor opti-
cal path repeatability inside the powder, a fact which depends heav-
ily on particle size distribution and compactness as well as on the
geometric measurement set-up (distance and angle of the probe vs.
the explored surface). The scientific basis for normalization as
pretreatment of spectroscopic data is reported in the literature and
widely applied to spectral data ([14] and references therein). In fact,
no significant difference was found between using normalized and
raw spectra. For this reason, raw spectra and relevant chemometric
models will be presented.

Experimental Design—Experimental design is a chemometric
method used to plan experiments where the input variables are sys-
tematically varied within predefined ranges so that it is possible to
estimate their effects on output variables (responses) and check for
significance. The number of experiments and the way they are built
depend on the objective and on operational constraints. A particular
case of experimental design is the D-optimal design. Generated by
the DOPT algorithm, it takes into account the multilinear relation-
ships that exist between design variables and the constraints rele-
vant to experimental regions (15,16).

In this work, the choice of the objects for Training Set and Test
Set was performed through a D-optimal experimental design.

Partial Least Squares Regression—Univariate calibration is a
well-known issue, routinely applied to spectrometric data sampled
at a fixed wavelength. Absorbance versus concentration data are
collected for standard samples, and linear regression is applied to
calculate the calibration straight line that best fits the experimental
data. To predict unknown samples, interpolation on calibration
straight line is carried out. The whole procedure is based on vali-
dated equations (17). To apply univariate spectroscopic calibration,
two necessary conditions must hold true:
• the analytes of interest must be characterized by specific

absorption maxima;

• if several analytes are copresent, the corresponding absorption
bands must not overlap.

In the case of NIR spectra, univariate calibration proves impos-
sible because there is no detectable characteristic absorption band:
this stems from the fact that NIR absorbance corresponds to over-
tones and combinations of molecular vibrations based in the mid-
IR region of the spectrum (4). Hence, quantitative analysis based
on NIR data requires multivariate calibration. The flip side of this
is that multianalyte samples can be quantified through multivariate
analysis, even when they give rise to overlapping absorption
bands.

The input for multivariate calibration based on NIR data is a
numerical matrix obtained as follows. The input matrix lines are
relevant to objects, i.e., standard samples of accurately known com-
position. The input matrix columns are relevant to variables: inde-
pendent variables (x) are all the absorbance recorded to obtain
NIR spectra; dependent variables (y) are the concentrations.

The simplest multivariate calibration method is multiple linear
regression (MLR) (18,19). The chemometric software calculates as
many equations as the dependent variables to be determined; each
equation relates one dependent variable to all independent variables.
Taken together, the calculated equations form the chemometric
model. The quality of the resulting models is measured by two types
of root mean square errors (RMSE): RMSEC evaluates the ability of
the model to fit experimental values (calibration), while RMSEP
evaluates its ability to predict unknown values (validation).

In the case of spectroscopic data, MLR does not work, for two
reasons:
• independent variables are strongly correlated;
• the number of objects is much smaller than the number of

variables.

For multivariate calibration based on NIR spectra, PLSR may be
applied. PLSR is a generalization of MLR. Few linear combinations
of original x-values are calculated and used in the regression equa-
tion, maximizing correlation with y-values. In this way, insignificant
and unstable information is discarded and only the most significant
part of the x-variation is used for regression. The linear combina-
tions of original variables are called principal components (PCs).

In this work, PLSR is applied with preprocessing that consists of
interobject centering: each value in the input matrix is substituted
with its difference versus the column-mean value. This preprocess-
ing corrects for the baseline shift that usually affects NIR spectra
in reflectance mode and is related to the low reproducibility of
probe geometric position versus sample surface.

Response Plots—As the calibration model is an equation which
cannot be displayed in two-dimension plots, other bidimensional
plots are used to display the quality of the created model: response
plots. These plots report predicted versus measured responses, both
in calibration mode (relevant to Training Set) and in validation
mode (relevant to Test Set).

The performance of a model is measured through the slope and
the intercept of the response plots: the closer the slope is to unity
and the closer the intercept is to zero, the better the model perfor-
mance will be.

Software

Experimental design was performed using Matlab� (The Math-
Works, Natick, MA). Multivariate calibration was performed using
The Unscrambler� (CAMO, Oslo, Norway). Plots were created
using Origin� (Microcal, Northampton, MA).
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Results and Discussion

Experimental Design

Tables 1 and 2 report the composition of the standard mixtures
forming, respectively, the Training Set and Test Set. Concentration
values are expressed as weight-over-weight percent. In the case of
nonpure samples, numerical values are reported with four signifi-
cant figures to obtain details regarding how close experimental val-
ues were versus values calculated by DOE.

PLSR Results Obtained with DAD-NIR

Figure 1 reports DAD-NIR spectra relevant to pure analytes
(Fig. 1a), Training Set (Fig. 1b), and Test Set (Fig. 1c), respectively.

Partial least squares regression results for diacetylmorphine, caf-
feine, and paracetamol are, respectively, reported in Fig. 2a–c,
which are the response plots for the model created. In each
reported response plot, the straight line (unity slope and null inter-
cept) is the TARGET LINE, corresponding to perfect agreement
between the experimental concentration of the considered analyte
in standards (objects) and the concentration predicted by the created
model. In all cases, the points reported in response plots are close

(a)

(b)

(c)

FIG. 1—(a) DAD-NIR spectra: pure substances. (b) Training Set. (c)
Test Set.

TABLE 1—Composition of standard heroin-like powder mixtures forming
the Training Set.

Sample number
Diacetylmorphine

(%w ⁄ w)
Caffeine
(%w ⁄ w)

Paracetamol
(%w ⁄ w)

1 0 0 100
2 0 25.04 74.96
3 0 55.02 44.98
4 0 94.93 5.07
5 0 100 0
6 30.15 34.80 35.05
7 35.04 29.95 35.01
8 45.05 54.95 0
9 49.98 0 50.02

10 49.67 50.33 0
11 54.99 0 45.01
12 94.97 0 5.030
13 100 0 0

TABLE 2—Composition of standard heroin-like powder mixtures forming
the Test Set.

Sample number
Diacetylmorphine

(%w ⁄ w)
Caffeine
(%w ⁄ w)

Paracetamol
(%w ⁄ w)

14 4.980 70.00 25.02
15 0 80.03 19.97
16 75.00 25.00 0
17 75.06 14.97 9.970
18 74.96 20.06 4.980
19 0 74.99 25.01
20 4.950 65.03 30.02
21 10.03 64.93 25.04
22 0 5.120 94.88
23 5.080 74.86 20.06
24 0 84.94 15.06
25 50.04 44.91 5.050
26 40.04 30.01 29.95
27 74.95 0 25.05
28 0 40.00 60.00

MELUCCI ET AL. • RAPID IN SITU REPEATABLE ANALYSIS OF DRUGS 89



to target line, thus demonstrating the good performance of the
created PLS-regression model.

Statistical parameters are reported for the created model in
Table 3, block A reporting (i) the number of components used by the
model, (ii) the percentage of variance found, and (iii) the root mean
square error in calibration and prediction (RMSEC and RMSEP).
The error-related parameters are usually quoted with only one
significant figure; however, to obtain greater information on the qual-
ity of the model, here RMSEC and RMSEP are reported with three
significant figures. Table 3, block A shows very high variance, and
this means that the PCs used to create the PLSR model hold a very
high percentage of useful analytical information versus the original
analytical variables. Moreover, the number of PCs is very low when
compared to the number of raw variables: six PCs versus 356 absor-
bance values for each spectrum, obtained by a like number of diodes.
Finally, calculated root mean square errors are low when compared
with the corresponding concentration values, and this means good
precision. Table 4, block A reports numerical details relevant to
response plots. As the target line has null intercept and unitary slope,
measured slopes and intercepts result very close to target values;
moreover, correlation between measured and predicted values is
close to the ideal unitary value. Hence, analysis of the response plots
leads to the conclusion that the created PLS model performs well.

Besides response plots, another interesting output of the described
PLSR processing is the regression coefficient plot (Fig. 3) reporting
the superimposed regression coefficients for the three components of
the samples. Figure 3 demonstrates the existence of the characteristic
wavelengths, corresponding to curve maxima, thus indicating the
model’s ability to discriminate between various components of
powder samples: different analytes have significantly different char-
acteristic wavelengths. This finding is coherent with spectra relevant
to pure analytes (Fig. 1a).

PLSR Results Obtained with FT-NIR

The same data processing discussed for DAD-NIR data was then
applied to FT-NIR data, and the results are reported in Tables 3
and 4, blocks B and C.

The optimal number of PCs recommended by the software for
FT-NIR data is 3. In this case, created model shows good perfor-
mance (Table 3, block B). However, these results are slightly worse
than those obtained in the case of DAD-NIR (Table 3, block A). In
particular, poor results were observed for all analytes in validation
mode, and for paracetamol, even in calibration.

Tables 3 and 4 (block C) report FT-NIR results for the same
number of PCs as for DAD-NIR data. In fact, performance is com-
parable to the DAD-NIR-based model (Tables 3 and 4, block A),
and in some cases even worse, particularly in validation mode and
especially for diacetylmorphine.

Conclusions and Perspectives

A very inexpensive methodology based on a portable DAD-NIR
reflectance spectrometer in the 900–1700 nm range, and PLSR
calibration by reference standard samples prepared in the
laboratory, has been tested and compared with FT-NIR methodol-
ogy. Three-component samples were examined (diacetylmorphine,
caffeine, and paracetamol). The key advantages of the proposed
method are low-cost, in situ analysis, no sample alterations,
portability, and rapidity.

It has been demonstrated that even using a very inexpensive
DAD-NIR spectrometer—per se unable to explore the fingerprint
NIR range covered by expensive FT-NIR spectrometers—it is

(a)

(b)

(c)

FIG. 2—(a) Response plot for (a) diacetylmorphine, (b) caffeine, and (c)
paracetamol, based on DAD-NIR data. Number of PCs: 6.
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possible to create a chemometric model for calibration in the case
of ternary powders containing the active principle and cutting
agents found in heroin-like samples. The proposed DAD-NIR
methodology is competitive with FT-NIR, and in some cases pro-
vided even better results.

Recently, a significant change has been seen in the composition
of heroin samples seized by the State Police in Bologna: heroin
samples now on the criminal market have a significant content in
monoacetylmorphine (up to 10%w ⁄ w) and, at the same time, a
lower diacetylmorphine content (rarely over 15%w ⁄ w). This is most

likely related to the birth of new gangs of organized crime. Hence,
as a perspective work is planned for a new tetracomponent experi-
mental design using diacetylmorphine, monoacetylmorphine, caf-
feine, and paracetamol.

To analyze the wide variety of real samples, further in-depth stud-
ies are needed, especially using real samples as standards, after deter-
mining their exact composition by validated techniques. Moreover,
to use the proposed method as both a qualitative and quantitative tool
for any real sample, the quantitative chemometric procedure pro-
posed here must be preceded by a qualitative chemometric procedure
capable of classifying drugs: work is currently underway on use of
the SIMCA classification method in pursuit of this goal.

Finally, it must be pointed out that no useful analytical method
exists without evaluating basic figures of merit such as detection
limit, accuracy, etc. In the case of univariate calibration, classical
statistics provides straightforward methods for calculating these
parameters (17). As for multivariate analysis, calculation of the
basic figures of merit is complicated and as yet, there is no univer-
sal agreement (20,21) although this aspect stands beyond the aim
of the present preliminary feasibility study.
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